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ABSTRACT
INTRODUCTION Climate variability, the primary expression of cli-
mate change, is one of the most important environmental problems 
affecting human health, particularly vector-borne diseases. Despite 
research efforts worldwide, there are few studies addressing the use 
of information on climate variability for prevention and early warning 
of vector-borne infectious diseases.

OBJECTIVE Show the utility of climate information for vector surveil-
lance by developing spatial models using an entomological indica-
tor and information on predicted climate variability in Cuba to provide 
early warning of danger of increased risk of dengue transmission.

METHOD An ecological study was carried out using retrospective and 
prospective analyses of time series combined with spatial statistics. 
Several entomological and climatic indicators were considered using 
complex Bultó indices -1 and -2. Moran’s I spatial autocorrelation 
coeffi cient specifi ed for a matrix of neighbors with a radius of 20 km, 
was used to identify the spatial structure. Spatial structure simulation 
was based on simultaneous autoregressive and conditional autore-

gressive models; agreement between predicted and observed values 
for number of Aedes aegypti foci was determined by the concordance 
index Di and skill factor Bi.

RESULTS Spatial and temporal distributions of populations of Aedes 
aegypti were obtained. Models for describing, simulating and predict-
ing spatial patterns of Aedes aegypti populations associated with 
climate variability patterns were put forward. The ranges of climate 
variability affecting Aedes aegypti populations were identifi ed. Fore-
cast maps were generated for the municipal level.

CONCLUSIONS Using the Bultó indices of climate variability, it is 
possible to construct spatial models for predicting increased Aedes 
aegypti populations in Cuba. At 20 x 20 km resolution, the models are 
able to provide warning of potential changes in vector populations in 
rainy and dry seasons and by month, thus demonstrating the useful-
ness of climate information for epidemiological surveillance.

KEYWORDS 
Climate variability, spatial analysis, prediction, autoregressive mod-
els, Aedes aegypti, vector-borne disease, surveillance, Cuba

INTRODUCTION
Climate change and variability have substantial impact on the 
ecological niches in which many infectious diseases develop, 
resulting in increased incidence of vector-borne diseases.[1] Epi-
demics of such diseases cause substantial human and economic 
losses. Models for predicting vector population increases and 
ensuing public disease outbreaks could be used in public health 
surveillance to anticipate and prevent such epidemics and asso-
ciated substantial human and economic losses.

Risk factors for vector-borne infectious disease have been clas-
sifi ed as micro- and macrodeterminants.[2] Microdeterminants 
are those related to host, disease agent, and vector (suitable 
conditions for vector proliferation foci, adult female density, 
etc.).[2] Macrodeterminants could be environmental in nature 
(latitude, altitude, temperature, relative humidity) or socioeco-
nomic (population density, unplanned urbanization, etc.). Climate 
elements such as temperature and atmospheric humidity have 
been linked to the biology and density of breeding foci of Aedes 
aegypti (NFAe).[3–12] However, most studies have dealt with dif-
ferent factors separately and not examined the issue as a com-
plex whole or addressed variability using an indicator specifi cally 
designed for that purpose. 

Aedes aegypti (Linnaeus) is one of the main species of mosquito 
in urban areas. It is native to Africa but has become distributed 
and adapted to tropical and subtropical regions of the world.[13] 
Besides being a public nuisance, this mosquito is very important 
from an epidemiological point of view because it transmits vari-
ous arboviruses, such as those causing yellow fever, dengue and 
Chikungunya.[14,15]

Vector-borne disease burden Climate change and variability 
are shortening the reproductive cycle of vectors of medical impor-
tance, such as mosquitoes transmitting dengue, malaria, equine 
encephalitis, West Nile encephalitis, and other diseases. They 
grow more easily in humid weather and intense heat, and some-
times they expand their areas of infl uence, as is the case with 
Aedes aegypti, when improperly stored water or poor environ-
mental hygiene practices create breeding sites.[16,17] Other vec-
tors known to exist in Cuba are Anopheles albimanus (which can 
transmit malaria) and Culex quinquefasciatus (which can transmit 
encephalitis).[18,19] 

Cuba’s weather and climate favor year-round vector proliferation. 
The distribution of adult vector populations (such as Aedes aegyp-
ti) in tropical environments varies with the seasons. In the case 
of Cuba, it is associated with the cycle of rainy and dry seasons. 
Water conservation efforts in prolonged dry seasons increase the 
number of larval habitats and, consequently, adult density.[20,21]

Recent scientifi c and technological advances provide an oppor-
tunity to integrate weather predicting ability into health programs. 
Different modeling approaches are advanced for predicting dis-
persion and transmission of dengue cases, exemplifying a dis-
ease infl uenced by climate change. Few studies, however, have 
explored simulation and modeling of the transmitting vector using 
climatic variables outside the laboratory[22] and incorporating cli-
mate variability indicators,[23,24] using entomological indicators 
with a view to reducing disease outbreaks.[20,21]

Use of climate forecasting for health surveillance It is neces-
sary for the health sector to understand and quantify the spe-
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cifi c effects of climate variability and how it contributes to disease 
burden. Typically, decisionmakers do not fully understand how 
climate information can be effectively used by the public health 
sector. Data should be prepared from a health sector perspective 
and oriented to specifi c needs (both geographically and in timeli-
ness) to ensure opportune identifi cation of risks.

Interest in using such climatic predictors in health surveillance 
dates back to the early nineteenth century[25] and has since been 
a burgeoning line of research, especially in the 1990s.[26–33] 
However, despite enormous efforts by the scientifi c community, 
particularly the work done by Fuller in 2009,[34] much remains 
to be done. 

Developing better predictive models using climate data can 
strengthen early warning systems and create new climate predic-
tion products to support timely decisionmaking and public health 
protection. Cuba has been working on this issue for over three 
decades,[35–44] conducting research leading to the develop-
ment and strengthening of climate-based early warning systems 
for human health.

Approaches to climate-based health prediction models Scien-
tists working to provide climate information applicable to the health 
sector can use statistical or biological approaches. The statistical 
approach attempts to establish relationships between population-
level health indicators and environmental predictors (assuming 
that the conditions on which such relationships are based will con-
tinue in the future). The biological approach focuses on the actual 
disease transmission processes and the details of all the param-
eters involved in transmission.[26] It is not a question, however, of 
choosing one approach over the other since biological approaches 
are better suited for developing models based on intrinsic factors 
(susceptibility, infection, immunity, etc.), whereas statistical mod-
els are better suited for exploring extrinsic (environmental) factors. 
Accordingly, a statistical model was developed that would refl ect 
the interaction of extrinsic factors with the health indicator by exam-
ining its distribution and spatial variation.[26]

Cuba, a tropical country, is also subject to climate change and 
variability, and the effects of the latter on the distribution of vec-
tors, particularly Aedes aegypti. Fluctuations that have been 
taking place in the dry and rainy seasons have brought about sub-
stantial seasonal variations in disease patterns, as, for instance, 
in respiratory diseases.[24,45–47] A similar situation may be 
occurring in populations of vectors such as Aedes aegypti. Cuba 
is not immune to the threat of dengue. Aedes aegypti is perma-
nently established in most areas, and this, together with frequent 
travel between Cuba and countries where dengue is endemic, 
increases the likelihood of dengue outbreaks.

The foregoing provided the impetus for studying spatial distribu-
tion patterns of NFAe and their relation to climate anomalies, and 
the development of climate-based spatial prediction models for 
Aedes aegypti that would complement Cuba’s current surveillance 
system. Included would be predictions of abnormal climate vari-
ability from climate indices developed for such purposes,[48,49] 
to devise NFAe prognostic models that would enable informed 
decisionmaking. This research study aims, then, at demonstrat-
ing the usefulness of climate information for vector surveillance 
in Cuba, using spatial models for prediction and early warning of 
NFAe.

METHODS
Design An ecological study was conducted using retrospective 
and prospective time series analyses, considering the following 
indicators:

Climate Data from 56 meteorological stations of the Meteoro-
logical Institute of Cuba’s climate network were obtained for the 
main climatic variables, for the period 1981–2013, using the 
1981–2010 period for model fi tting and 2011–2013 for valida-
tion and forecast. Monthly series of dissolved oxygen density in 
air (g/m2), mean maximum and minimum air temperatures (°C), 
mean air temperature oscillation (°C), mean relative air humid-
ity (%), mean water vapor pressure (mmHg), mean insolation 
(hours of sunlight), mean global solar radiation (MJ/m2), mean 
atmospheric pressure at sea level (hpa), total precipitation (mm) 
and number of days with precipitation ≥0.1 mm, from which the 
Bultó climatic indices are calculated: IBt,1,c (Bultó-1), describ-
ing monthly and seasonal variation, includes dissolved oxygen 
density in air, maximum and minimum mean temperature, pre-
cipitation, atmospheric pressure, vapor pressure, and relative 
humidity. IBt,2,c (Bultó-2), describing seasonal and interannual 
variation, includes thermal oscillation, number of days with pre-
cipitation, and solar radiation and hours of sunshine (factors that 
affect temperature and humidity).[48]

Entomological indicator Infestation index of Aedes aegypti 
(number of foci), from the database of Cuba’s Ministry of Public 
Health.

Spatial modeling Identifi cation of spatial patterns and their 
structure was based on the concept of spatial autocorrelation, the 
use of exploratory spatial data analysis, calculation of Moran’s 
I, Moran’s correlograms, and local indicators of spatial associa-
tion (LISA).[50,51] Areas of hot and cold spots were identifi ed by 
using a weight matrix determined by the second-order queen con-
tiguity method.[52]

The fi ve fundamental principles governing spatial analysis have 
been taken into account in this study: interdependence (mutual 
dependence between different analysis units); asymmetry (grad-
ual concentration and deconcentration in different areas); allotopy 
(the cause of a spatial phenomenon is often found in a place other 
than the area under study); nonlinearity; and topology (inclusion 
of distance variables between two locations, coordinates, densi-
ties, etc.).[52]

Spatial autocorrelation This can be represented graphically by 
Moran’s I correlograms. It implies that the value of a variable is 
conditioned by the value of the variable in a neighboring region. 
Vicinity is not necessarily defi ned as physical contiguity, but 
there are many criteria to defi ne it, based on a contact matrix. 
Autocorrelation is positive if regions tend to be geographically 
close to others of similar values for a variable, i.e., clustered. 
Autocorrelation is negative if regions with high and low values 
alternate.[53,54]

Spatial heterogeneity Relationships among spatial epidemiologi-
cal phenomena vary over the study space, which may occur in 
two situations: if there is structural instability, when parameters 
have different values depending on their inclusion in certain areas 
or not, or if there is error due to model specifi cations, leading to 
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heteroscedasticity (changing relationships between two variables 
depending on the value of one of them).

Spatial association measures There are various measures of 
spatial association, but all originate in the cross-product matrix.
[55]

 (1)

where the Wij matrix is called the contiguity or spatial-weight matrix 
(its values represent a way of measuring contiguity in the original 
data). Matrix Cij, on the other hand, is a measure of the proximity 
of the values i, j, in another dimension (e.g., Euclidean distance, 
spherical distance, Manhattan distance).[56]

Global association We used Moran’s I[57] in the temporal context, 
the fi rst measure of spatial autocorrelation in the study of stochas-
tic phenomena distributed in two or more spatial dimensions. For 
each period t, this statistic is 

 

(2) 

where Wij is the binary contiguity matrix, such that Wij = 1 if 
regions i and j have a common border, and Wij = 0 if they do 
not;[57,58] xit is the value of the observations for each region i 
in period t (meaning the dry season from November to March; 
rainy from May to September; and transition in April and Octo-
ber); tx  is the mean for period t, measured in the regions stud-
ied; 

  (3) 

where n is the number of regions.   

This index is analogous to the conventional correlation coef-
fi cient, since its numerator is interpreted as the covariance 
between adjacent units[56] and its values range from +1 (strong 
positive spatial correlation) to −1 (strong negative spatial cor-
relation).

According to Anselin, a LISA is a statistic that satisfi es two 
requirements: it provides quantifi cation of the degree of impor-
tant aggregation of similar values around an observation, and 
the sum of LISAs for all observations is proportional to a global 
indicator of spatial association.[55] Hence, it is useful to mea-
sure the contribution of each observation to the value of global 
contrast (only in the case of Moran’s I). 

Local association Contrasts analyzed in the previous section 
have a strong limitation: they are not able to consider clustering 
in a defi ned area; therefore, lower or higher values would be 
expected if there was homogeneous distribution.[59]

The local Moran index: considering the purpose of the study, the 
Moran index adopts the following form for each region i and each 
period t[58,59] 

 

(4)
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Observations xi,t, xj,t are expressed in differences relative to the mean. 
The sum regarding j is such that only neighboring regions of i are 
included, owing to the action of the coeffi cient Wij, which equals 1 if 
regions i and j share a border, and 0 if not. 

A positive value of ILi,t indicates concentration of similar values, 
whereas a negative value indicates geographic concentration of dif-
ferent values. To characterize areas of high and low density (NFAe) 
and their correlations and associations, we used the Moran disper-
sion scatter plot, with the standardized values of the analyzed vari-
able on the X axis and the lag values on the Y axis. Four types of 
spatial dependence pattern can be displayed in the graphic, depend-
ing on the distribution of observations in its four quadrants. If the 
values represented are distributed on all four quadrants, there is no 
spatial autocorrelation. If the point cloud is located around the diago-
nal running from the fi rst quadrant (upper right end of the graphic: 
high–high, HH) to the third quadrant (lower left end: low–low, LL), 
there is positive spatial autocorrelation. When the values represented 
are located around the diagonal that runs from the second quadrant 
(lower right end; low–high, LH) to the fourth quadrant (top left high–
low, HL), there is negative spatial autocorrelation. Finally, the graphic 
fi ts a regression line to the point cloud represented, so that the slope 
of the regression line coincides with Moran’s I global statistic.[60]

In this way, the exploratory spatial data analysis seeks to identify pos-
sible spatial patterns in the data and suggest hypotheses about likely 
relationships between the variables. Spatial exploratory data analy-
sis is mainly done through visualization of spatial distributions and 
of associations (using cumulative distribution function, box plot, and 
Moran’s I correlograms, or LISA).[61]

Formulation of spatial autoregressive models Once the presence of 
a strong spatial dependence of systemic variables (endogenous and/
or exogenous) has been assessed and verifi ed or if there is spatial 
dependence in the form of disturbances or error,[60] these correla-
tions must be included in the spatial regression model, as was done 
in this study.

General spatial model This is characterized by dependent variables 
being correlated spatially as follows:[52–54]
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where y is the vector (n × 1) of the dependent variable observa-
tions, α is the process level, ρ is the autoregression coeffi cient, 
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Wy is the vector of independent variables weighted by matrix W of 
neighboring observations,   is a vector of dimensions  of the 
parameters associated with the exogenous variables or regres-
sors (i.e., without spatial lag) in the matrix X of dimensions nxk , 
 is the coeffi cient of the spatial autoregressive structure for error 
u  (or heterogeneity), and ε is the sampling error. 

Specifi cation of the spatial autoregressive model (SAR) Assuming 

0  and 0

in the general model (Equation 6), we have the following expres-
sion: 

uXyWy   1
 (7)
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where W1 has the same structure previously defi ned.

This model differs from the traditional regression in the matrix 
(I – ρW1)

-1, which has a similar form to the Leontief inverse, 
where â is the vector of its associated coeffi cients. Therefore, 
this matrix can be interpreted as follows: the elements outside 
the main diagonal measure the indirect impact that a variable 
in an area has over another, whereas the elements of the main 
diagonal measure the direct plus indirect effect of the variable 
under study; i.e., if spatial autocorrelation is signifi cant, then 
when the matrix is multiplied by Xâ, it can be interpreted as the 
impact of a change in X being not only just â over Y, but that it 
is transmitted to all geographic units through the indirect effects 
captured in the inverse matrix, a result that is valid for the fol-
lowing model specifi cation.

If in equation 7 we replace W with the covariance function, 
(I − ρC)/σ2, where C is a binary matrix of contiguities, we obtain 
the conditional autoregressive model.

Spatial error model In this model the dependent variable is not 
correlated with itself; random sampling error is correlated and its 
expression is given by:

 1
2 )(  WIXy  (8)

which is obtained if we assume that: 0 and 0 , in equa-
tion 6 where μ is the random sampling error, which follows a spa-
tial autoregressive specifi cation (SAR) with an autoregressive 
coeffi cient λ. 

Specifi cation of the spatial model For specifi cation of spatial 
autoregressive models, the strategy described by Moreno was 
followed.[61] Starting from the basic regression model, initially 
estimated by the ordinary least squares method, we then incorpo-
rated each component until the most plausible spatial model was 
obtained. These corresponded to mixed spatial regressive models 
with autoregressive and heteroscedastic errors, depending on the 
case.[60]

Model goodness of fi t There are several indexes or statistics to 
evaluate how well the model results fi t the data. In the study 

the concordance index Di was used,[62] given by the following 
equation:
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Where: 0 < Di < 1, Pi: prognostic value; Oi: observed value and Ō: 
mean of the observed values

If Di ≈ 0, it indicates poor agreement between predicted and 
observed values

If Di ≈ 1, it indicates good agreement between predicted and 
observed values 

Together with this indicator, the skill factor was used, which is 
given by the following expression: 
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where, i = 1, 2, . . . , n, Pobs are the actual observations and Pest the 
estimates from the prediction model, and Var is the variance.[63] 
Its interpretation is similar to the previous index and also indicates 
predictive ability.

Theme maps Model results are represented by theme maps that 
describe the expected spatial distribution of NFAe for each sea-
son.

Data processing Moran’s I spatial autocorrelation coeffi cient 
was defi ned for a matrix of neighbors with stations that were in a 
radius of 20 km, the minimum distance in which all stations had 
at least one neighbor. The S-Plus 8.1 on Windows and Open 
GeoDa0.1.4.6-Version 2013 software, developed by Luc Anselin 
at Arizona State University, the GS-Version 10.0 (GS + Geostatis-
tics for the Environmental Sciences) and ArcGis 10.1 were used to 
adjust and run models. All variables with p <0.05 were considered 
statistically signifi cant.

RESULTS 
Variation in number of Aedes aegypti foci Seasonal distribu-
tion The monthly confi guration of NFAe distribution was obtained 
for each season, based on Cuba’s climate variability pattern. It 
showed a strong seasonal variation combined with high asymme-
try in distribution of its median (Figure 1). A clear trend of increas-
ing foci is evident in recent years, reaching a maximum peak from 
July and extending through the months of September–November 
from 2005 to 2010. 

Global and local association Moran’s I correlogramas and values 
of Moran’s I for the study, detailing the months of January and July 
(representative of the maximum climate contrasts for the dry and 
rainy season, respectively), show evidence of a strong positive 
spatial autocorrelation with lag distances ranging from 1 to 10 km 
depending on spatial resolution (Figures 2a–d). That means that 
a signifi cant conglomerate or aggregation of high and low values 
(positive autocorrelation [I >0]) is present in the area with similar 
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behavior for the rest of the months corresponding to the same 
season, but with completely different patterns from one season 
to the other. The largest variations in the index are observed in 
the months of the rainy season at distances greater than 10 km, 
where a sign change occurs associated with a disaggregated or 
dispersed distribution for both climate and vectors, while in the 
dry season it occurs from 20 km, as shown in the example from 
January.

Pattern of spatial vector behavior It can be observed that NFAe 
presents a clear spatiotemporal pattern overall, with a changing 
spatial pattern by month, analyzed in each of the seasons, with 

marked spatial heterogeneity, showing areas of increased clus-
ters of high–low values that lead to the presence of clusters (hot 
and cold spots) in areas close to the populated region (Figures 
2b and 2d). This situation is similar when analyzed by month; 
space limitations make it impossible to show all the fi gures for 
all months.

Local association In the Moran scatter plot and Ae scatter map, 
there is high concentration of points in quadrants I and III, cor-
roborating the presence of a high concentration of similar vector 
density values (areas with high values surrounded by areas of 
high values—HH—with areas of low values surrounded by areas 
of low values—LL) in the study area, as well as strong positive 
spatial correlation. The dissimilar values (showing spatial hetero-
geneity) are interesting; they may be associated with the diversity 
and confi guration of the ecological components (biotic and abi-
otic), which occur with low frequency in quadrants II and IV. In all 
periods analyzed, but not in all areas studied, this confi guration 
presents highly signifi cant (p<0.05) variations in intensity when 
passing from a rainy-season month to a dry-season month. (See 
right side of Figures 2b and 2d). 

In all cases the contrast of Moran’s I spatial autocorrelation is 
clearly signifi cant at the 5% level, rejecting the hypothesis of ran-
dom distribution of NFAe and therefore refl ecting how contiguous 
regions have similar Aedes density values in general, in addition 
to a clear majority and signifi cant association of high–high (H–H) 
and low–low (L–L) values (Figures 2b and 2d).

Estimation and model fi t In the model results, large differ-
ences are observed regarding the variables that explain spa-
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Figure 1: Pattern of interannual variation in number of Aedes 
aegypti foci for the period 1998–2012

Figure 2: Moran’s I correlogram, dispersion diagram and spatial distribution of Aedes aegypti in risk areas by conditions, Cuba, January 
(a and b) and July (c and d) 
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tial behavior and its meaning for a month in the dry period 
(such as January) and for one in the rainy season (such as 
July); Table 1 shows the attributes of the SAR and conditional 
autoregressive models for NFAe for the two months. January 
shows a pure autoregressive spatial model; whereas July, a 
conditional autoregressive one. Clearly, their parameters are 
different, although both have a matrix structure with equal 
weights (W_foci). In July (rainy season), the model structure is 
centered on variations attributable to spatial heterogeneity and 
on the seasonal climate variation indicated by Bultó-1, unlike 
in January, where the model’s structure is explained by autore-
gressive variations and the infl uence of the climate variability 
signal described by Bultó-2, and secondarily on the seasonal 
variation given by Bultó-1.

Concordance of actual number of Aedes aegypti foci with 
model predictions Figure 3 shows the agreement between val-
ues obtained from the models and those observed for the month 
of August 2013. The models’ predictive plausibility is evident; they 
describe the real behavior and confi guration of NFAe spatial pat-
terns. Table 2 shows the quality of the models’ outputs for predict-
ing NFAe spatial distribution by month.

DISCUSSION
Seasonal distribution NFAe distribution shows monthly and 
seasonal variability in the behavior and distribution of the species 
due to climatic infl uence on the density and movement or shift of 
the population to other months, showing a changing distribution 
over time, fi ndings similar to those of other authors.[64–66] That 
is to say, the data suggest a pattern of heterogeneous temporal 
behavior since there is a contagion effect with different densities 
and degrees of dispersion by season and year. The largest varia-
tions and densities occurred in July–October 2007, whereas in 
2008 the period of greatest NFAe density and variability went on 
until November, with expansion receding in 2009 and 2010, pos-
sibly because of the intensity of vector control efforts in those last 
two years. These variations are signifi cant, despite the Cuban 
climate’s lack of marked climatic seasonality, with just the two 
seasons typical of the tropics, rather than the four well-defi ned 
seasons of higher latitudes.[17,67,68]

It is clear that effects on the vector habitat (urban, suburban, 
and rural ecosystems) are due, among other factors, to the 
infl uence of climate variations shown by the climatic indices 
(Bultó-1 and -2) for the months of the rainy season and transi-

tion (October–November), combined with 
other environmental factors (higher num-
ber of potential breeding sites) that favor 
vector growth and reproduction. These 
characteristics could result from pres-
sure on vector habits and ecosystems by 
human activity, which, along with other fac-
tors, could help to explain high interannual 
variation. 

The months of highest NFAe (Septem-
ber and October) are associated with high 
humidity, high temperatures and low hours 
of light (variables included in the Bultó-2 
index); this creates a compounding effect. 
These conditions favor high vector reproduc-
tive rates, which could explain the increase 
observed in that period.[17,64,67–70]

Seasonal and interannual variations of NFAe 
spatial pattern found in our study, confi rm 

Table 1: Parameters and model fi t (SAR and CAR) for number of Aedes aegypti foci, 
Cuba, January and July
Months Variable Coeffi cient SE Z statistic P value

January 
(SAR)

W_FOCI 0.6299902 0.040936 15.38936 0.0000000
Constant 40.81553 4.43152 8.4322236 0.0000665
Bultó-1 −19.66518 58.14176 1.3382282 0.07351914
Bultó-2 −35.63439 13.5506 2.629728 0.0087899
Spatial effect rho = 0.62999 0.040936
Log likelihood −2973.29

July 
(CAR)

W_FOCI 0.2471907 0.0990433 2.495784 0.0125679
Constant 178.2935 33.42082 5.334804 0.0000001
Bultó-1 −119.924 32.55991 −3.68318 0.0002304
Bultó-2 — — — —

Spatial effect Lag coeffi cient 
(lambda)**:0.176023 0.000134 0.000213

Log likelihood −3229.31
CAR: conditional  autoregressive  SAR: spatial autoregressive
*rho: spatial autoregressive coeffi cient 
**lambda: spatial error coeffi cient 

Figure 3: Predicted (a) and observed   (b) number of Aedes aegypti foci according to climatic variability, Cuba, August 2013

a b
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other fi ndings in tropical settings, where populations of vectors 
are modifi ed both by seasonal and nonseasonal climate varia-
tions and by locality.[64,66,68–72] 

Spatial distribution Strong positive spatial autocorrelation is 
shown by the Moran’s I values and correlograms for January 
(dry season) and July (rainy season), with lag distances ranging 
from 10 to 20 km, depending on spatial resolution; that is, there 
was strong clustering of high and low values within months in 
a single season, but slight changes between months from one 
season to the next. The largest index variations were observed 
in July, starting at a resolution of 10 km, where a sign change 
occurs associated with a dispersion pattern, for both climate and 
vectors. Thus, these fi ndings confi rm that NFAe has a spatial 
structure with strong autocorrelation and a marked seasonal 
effect.[20]

LISA analysis An important element is the remarkable concentra-
tion of point masses in quadrants I and III, with predominance of a 
spatial concentration of similar values of NFAe. It is characterized 
by regions of high values surrounded by others with high values, 
and areas of low values surrounded by others of low values, with 
a very interesting change in the transition months, where the spa-
tial structure (degree of correlation) is maintained, but not spatial 
pattern (physical distribution). It shows the infl uence of climate 
variability described by the Bultó-1 and -2 indices[29] on NFAe 
distribution. Therefore, if climate variations are refl ected in the 
spatial distribution, one can expect that, if the climate changes, 
the spatial distribution of Aedes aegypti foci will also change.
[20–24]

It is evident that there are very few areas of discrepancy between 
a value in a region and the average observed in the neighboring 
regions, reproducing very well the spatial variations and struc-
tures generated by the data.

Signifi cant clusters of Aedes aegypti foci in each of the regions 
are not randomly dispersed, but are located close together and 
concentrated in defi ned areas of Cuba, near the most densely 
populated areas. Another remarkable feature is that all identi-
fi ed clusters concentrated similar values for study variables; no 
region showed behavior signifi cantly dissimilar to that shown by 
its neighbors, displaying a clear overall spatiotemporal pattern, 
with changing spatial patterns by month and season and marked 

spatial heterogeneity. This leads to clustering (hot and cold spots) 
in areas close to the most populous region. This clustering is 
more marked in rainy-season months. 

Model analysis From the correlograms for each of the months, 
a clear spatial variation with a trend to vector increase can be 
seen in the most densely populated areas of Cuba (darker 
regions), which have favorable conditions for vector spread 
(prevalence of water tanks, containers in dumps and other 
waste deposits). When this situation is combined with warmer 
and wetter weather conditions, or when there is widespread 
drought with unsuitable water-storage practices (variations 
described by the Bultó indices), rapid colonization of breeding 
grounds may occur, as previously described.[20,21]

The model’s autoregressive structure represents contagion 
(rho) between neighbors, where exogenous shocks spread 
between neighboring units, allowing us to understand the dis-
persion and confi guration of vector populations and lags (dis-
tances), the infl uence of one region over the next, as well as 
describing the infl uence of climate variability as a determinant 
in each region (the spatial lags and the endogenous variable 
explain the direct relationship between neighboring units). 
Finally, the lambda component (random error) represents how 
dispersion attributable to noise occurs on neighboring units in 
the model, allowing indirect description of spatial structures 
between neighboring units. This confi rms the need to under-
stand both spatial and temporal variability in each region in 
order to understand vector dispersion, a unique contribution 
of this study. Other studies take into account only the tempo-
ral components and their representation in the form of maps.
[19,21–23,30,38]

Our results confi rm that the Bultó indices of climate vari-
ability are excellent predictors of the spatial distribution of 
NFAe,[44,49,64,67] and thus are suitable as surveillance indi-
cators, consistent with Fuller’s work on climate and dengue in 
Costa Rica.[34]

Variable signifi cance between 90% and 95% indicates that 
there is no reason to reject the hypothesis of no spatial auto-
correlation of the errors; that is, the model is robust. Further-
more, the determination coeffi cient remains above 70%. The 
fact that the coeffi cient signs for each model are opposite con-
fi rms that negative climate anomalies in the rainy season favor 
increased populations of Aedes. In the second model, factors 
are interpreted differently because, when conditions are warm-
er than expected, with very high humidity values and high vari-
ability and heterogeneity (described by lambda, referring to the 
model’s noise component), they bring about increased vector 
populations, very typical conditions in our dry winter season.

The high signifi cance and goodness of fi t of the models con-
fi rms that NFAe’s spatial distribution is not random, but subject 
to the physical–geographical characteristics of the location, 
climate variations, and the characteristics of the vector itself, 
which are refl ected adequately in the models proposed. 

There are no previous studies using this sort of model to 
simulate Aedes foci distribution in space and time, using 
complex climate indices as predictors. Other research has 
employed linear models, probability distributions or time 

Table 2: Quality of spatial prediction of number of Aedes aegypti 
foci, Cuba, 2011−2013 
Month Skill factor (βi) Concordance index (Di)
January 0.87032 0.90213
February 0.84343 0.84131
March 0.88021 0.91223
April 0.83218 0.87412
May 0.86241 0.89012
June 0.88021 0.89212
July 0.88020 0.99001
August 0.84239 0.85012
September 0.85010 0.86341
October 0.81156 0.82225
November 0.89101 0.91230
December 0.90215 0.92161
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series,[19,21–23,30,38,44,64] using isolated climatic vari-
ables, such as temperature or precipitation), which do not 
completely describe climate variation. Nor does previous 
research address changes attributable to projections and vari-
ability associated with climate change, as done with our mod-
els.[19,20,29,44]

Our work meets Kelly’s recommendations to develop spatio-
temporal models and early warning systems based on pre-
dicted variables or climate indicators.[66] Mapping predicted 
NFAe provides decision-makers with easily understandable 
information about likely vector incidence and spread: the maps 
indicate municipalities at higher risk of a dengue epidemic, 

according to spatial distribution of NFAe, a requisite for early 
warning health surveillance systems. 

CONCLUSIONS
The confi guration and spatial structure of NFAe is associated with 
seasonal variations in climatic variables. The two spatial models 
obtained for prediction and early warning of increased popula-
tions of Aedes aegypti, using complex Bultó indices of climate 
variability, are suitable for alerting Cuban health authorities to 
likely vector population changes by season and month, at a reso-
lution of 20 x 20 km. The usefulness of climate information for 
epidemiological surveillance is thus demonstrated.

Original Research
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